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Abstract

This paper is an application of the constructal method to the discovery of the optimal distribution of discrete heat

sources cooled by laminar natural convection. The global objective is to maximize the global conductance between the

wall and the fluid, or to minimize the hot-spot temperatures when the total heat generation rate and global system

dimensions are specified. Two scenarios are investigated: (i) a large number of small heat sources mounted on a vertical

wall facing a fluid reservoir, and (ii) a small number of finite-size heat sources mounted on the inside of the side wall of a

two-dimensional enclosure. It is shown that the optimal distribution is not uniform (the sources are not equidistant),

and that as the Rayleigh number increases the heat sources placed near the tip of a boundary layer should have zero

spacings. In both (i) and (ii), the optimal configuration of the wall with discrete sources is generated by the pursuit of

maximal global performance subject to global constraints.

� 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Making a better design has always been the goal in

engineering. A valuable first step is to understand what

�better’ means, that is, to see the objective of maximizing

global performance, and to feel the global ‘‘finiteness’’

constraints. This step must be made early, before the

system configuration (the design) has taken shape. This

step frees the designer to think of an infinity of eligible

configurations, or to imagine a configuration that

�morphs’ freely. Better and better configurations are

generated (not assumed), as global performance is pur-

sued under constraints.

This unbiased way of approaching the discovery of

optimal configuration is constructal theory and design

[1]. It is particularly timely and relevant as we look

ahead, because our computational tools continue to
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improve. It is becoming progressively easier and cheaper

to simulate and evaluate flow architectures with many

degrees of freedom. Such freedom was not available in

the past, which is why until recently the �better’ designer
was the one who had the intuition to ‘‘assume’’ only one

or two clever configurations. Brilliance in innovation

pushed performance upward, but kept design at the level

of ‘‘art’’.

The future promises a design activity of a different

kind––design as science, where freely morphing flow

structures compete for performance, under the same

constraints. Anything goes––all possible designs are el-

igible competitors, and the competition never ends. In

engineering, the end is brought about by economics, and

is known as the point of diminishing returns. In nature,

the competition is permanent (e.g., river basins and

animals continue to morph and improve), however, it is

jolted by changes in the constraints, which redefine

(displace, mutate) the search for the best.

In heat transfer, there is a growing body of work that

illustrates the constructal method. The recent book re-

view [1] shows numerous examples of optimized internal
ed.
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Nomenclature

cp specific heat, J/kgK

C global conductance, Eq. (32)

D heat source size, m

g gravity, m s�2

H height, m

k thermal conductivity, Wm�1 K�1

L width, m

n iteration number, Eq. (29)

N total number of heat sources

N 0 number of heat sources per unit of length,

m�1

P pressure, Pa

Pr Prandtl number

q0 heat transfer rate per unit length, Wm�1

q00 heat flux, Wm�2

q000 heat transfer density, Wm�3

Q0 total heat transfer rate per unit length,

Wm�1

R residual vector

S heat source spacing, m

Ra Rayleigh number, Eq. (8)

Ra� Rayleigh number based on heat source

strength, Eq. (24)

T temperature, K

u horizontal velocity component, m s�1

u solutions vector

v vertical velocity component, m s�1

x, y Cartesian coordinates, m

y0 continuously heated region, m

Greek symbols

a thermal diffusivity, m2 s�1

b coefficient of volumetric thermal expansion,

K�1

q density, kgm�3

m kinematic viscosity, m2 s�1

l viscosity, kg s�1 m�1

Subscripts

0; 1; . . . ;N heat source index

max maximum when N ¼ 1

2m maximum when N ¼ 2

3m maximum when N ¼ 3

Superscripts

i trial mesh

(�) dimensionless variables
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structure (spacings) for assemblies cooled by natural

convection or forced convection. The global objective is

the maximization of heat transfer density, or the mini-

mization of the hot-spot temperatures when the total

heat generation rate, volume and other constraints are

specified. Compactness, miniaturization, and multi-scale

flow structures are generated along this route.

In the present paper we apply the constructal method

to a fundamental problem in the cooling of electronics

packages: the optimal positioning of discrete heat

sources in a fixed volume with natural convection. The

performance of packages with equidistant discrete heat

sources was studied numerically and experimentally on a

case by case basis [2–16]. The opportunity to optimize

the positions of concentrated heat sources was recog-

nized in Refs. [9,12]. The present work examines this

opportunity in two settings: (i) a large number of small

heat sources distributed freely on a vertical wall, and (ii)

a small number of finite-size heat sources mounted freely

inside one vertical all of a two-dimensional enclosure.
Fig. 1. The multiple length scales of the nonuniform distribu-

tion of finite-size heat sources on a vertical wall.
2. Large number of line heat sources

Consider a vertical wall of height H , which is in

contact with a fluid reservoir of temperature T1 (Fig. 1).

The wall is heated by horizontal line heat sources. Each
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source has the strength q0 [W/m]. The heat sources ap-

pear as points on the wall sketched in Fig. 1. Each line

heat source extends in the direction perpendicular to the

figure. The flow is two-dimensional and by natural

convection in the boundary layer regime. The number of

sources per unit of wall height is N 0ðyÞ,

N 0 ¼ number of sources

unit height
ð1Þ

According to constructal design, the global system

(the wall) will perform best when all its elements work as

hard as the hardest working element [1]. This means that

if Tmax is the maximal temperature that must not be

exceeded at the hot-spots that occur on the wall, then the

entire wall should operate at Tmax. The problem is to

determine the distribution of heat sources on the wall,

N 0ðyÞ, such that the wall temperature is near the allowed

limit,

TwðyÞ ffi Tmax; constant ð2Þ

Assume that the density of line sources is sufficiently

high so that we may regard the distribution of discrete q0

sources as a nearly continuous distribution of nonuni-

form heat flux,

q00ðyÞ ¼ q0N 0 ð3Þ

The heat flux distribution that corresponds to Eqs. (2)

and (3) and PrJ 1 is [17]:

Nu ffi 0:5Ra1=4y ð4Þ

or, more explicitly,

q00

Tmax � T1

y
k
ffi 0:5

gbðTmax � T1Þy3
am

� �1=4
ð5Þ

By eliminating q00ðyÞ between Eqs. (3) and (5) we obtain

the required distribution of heat sources:

N 0ðyÞ ffi 0:5
k
q0
ðTmax � T1Þ5=4 gb

am

� �1=4

y�1=4 ð6Þ

This function shows that the heat sources must be po-

sitioned closer when they are near the start of the

boundary layer. They must be farther apart on sections

of the wall near y ¼ H . The total number of q0 sources
that must be installed according to Eq. (6) on the wall of

height H is

N ¼
Z H

0

N 0dy ffi 2

3

k
q0
ðTmax � T1ÞRa1=4 ð7Þ

where

Ra ¼ gbH 3ðTmax � T1Þ
am

ð8Þ

The Rayleigh number is a dimensionless parameter that

accounts for two global constraints, the wall height H
and the maximal allowable excess temperature at the

hot-spots. The total heat transfer rate from the q0

sources to the T1 fluid is

Q0 ¼ q0N ffi 2

3
kðTmax � T1ÞRa1=4 ð9Þ

This represents the global performance level to which

any of the optimized nonuniform distributions of con-

centrated heat sources will aspire.
3. Heat sources with finite height

The physical implementation of the preceding results

begins with the observation that the smallest scale that

can be manufactured in the heating scheme of Fig. 1 is

the D0 height of the line heat source. The local spacing

between two adjacent lines is SðyÞ. This spacing varies

with altitude in accordance with the N 0 distribution

function (6). The wall height interval that corresponds to

a single line heat source is D0 þ SðyÞ. This means that the

local number of heat sources per unit of wall height is

N 0ðyÞ ¼ 1

D0 þ SðyÞ ð10Þ

The heat strength of one source (q0) is spread uniformly

over the finite height of the source, q000 ¼ q0=D0. The heat

flux q000 is a known constant, unlike the function q00ðyÞ of
Eq. (5), which will be the result of design. By eliminating

N 0ðyÞ between Eqs. (6) and (10) we obtain the rule for

how the wall heating scheme should be constructed:

SðyÞ
H

ffi 2q0Ra�1=4

kðTmax � T1Þ
y
H

� �1=4
� D0

H
ð11Þ

The S function (11) has negative values in the vicinity

of the start of the boundary layer. The smallest physical

value that S can have is 0. This means that there is a

starting wall section (0 < y < y0) over which the line

sources should be mounted flush against each other. The

height of this section (y0) is obtained by setting S ¼ 0

and y ¼ y0 in Eq. (11).

y0
H

ffi Ra
D0

H

� �4 kðTmax � T1Þ
2q0

� �4
ð12Þ

From y ¼ 0 to y ¼ y0, the wall is heated with uniform

flux of strength q000 ¼ q0=D0. The number of infinite-

height sources that cover the height y0 is N0 ¼ y0=D0.

Above y ¼ y0 the wall is heated on discrete patches of

height D0, and the spacing between patches increases

with height.

These basic features of the optimal design are illus-

trated in Fig. 1. The design has multiple length scales: H ,

D0, y0 and SðyÞ. The first two are constraints. The last

two are interrelated, and are results of global maximi-

zation of performance, subject to the constraints. Taken
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together, the lengths represent the constructal design––

the flow architecture that (out of an infinity of possible

architectures) brings the entire wall to the highest per-

formance level possible.

The global heat transfer performance of the optimal

design can be estimated in the limit where the number of

heat-source strips D0 is sufficiently large. In this limit,

the integral (7) applies only in the upper region of the

wall (y0 < y < H ), where the concentrated sources are

spaced optimally according to Eq. (6). In the lower re-

gion of height y0, the D0 strips are mounted without

spacings between them, and their number is

N0 ¼
y0
D0

¼ Ra
D0

H

� �3 kðTmax � T1Þ
2q0

� �4

ð13Þ

The total number of D0 strips on the H wall is

N ¼ N0 þ
Z H

y0

N 0dy

¼ 2

3

k
q0
ðTmax � T1ÞRa1=4 1

"
� 3

16

kðTmax � T1Þ
2q0

� �3

� D0

H

� �3

Ra3=4
#

ð14Þ

This expression shows that in the limit D0 ! 0, where

the D0 strips become line heat sources, Eq. (14) reduces

to the simpler form shown in Eq. (7).

The total rate of heat transfer from the wall to the

fluid is Q0 ¼ q0N , which yields
Fig. 2. Two-dimensional enclosure with disc
Q0 ffi 2

3
kðTmax � T1ÞRa1=4 1

"
� 3

16

kðTmax � T1Þ
2q0

� �3

� D0

H

� �3

Ra3=4
#

ð15Þ

By comparing Eq. (15) with Eq. (9), we see that when D0

is finite the total heat transfer rate is less than in the limit

of line heat sources (D0 ¼ 0).

In summary, Eq. (15) is the more general, and rep-

resents the maximal performance of all the designs that

are possible in the limit of large N . The optimization has

already been performed, and is expressed by the optimal

distribution shown in Eq. (6). This is why the only pa-

rameters that may still affect the global performance are

visible in Eq. (15): they are the constraints, (Tmax � T1),
H , D0 and q0.
4. Heat sources on the wall of an enclosure

The more realistic configuration that serves as model

for how the optimally distributed heat sources are

cooled in electronics packaging applications is the two-

dimensional enclosure with discretely heated vertical

wall (Fig. 2). The opposing wall serves as heat sink. Such

a model is well suited for numerical simulation, and has

been used in several studies [2–16]. In this and the fol-

lowing sections we explore the fundamental question of

how to position a number of finite-size heat strips on one

of the vertical walls. How many strips, and how should
rete heat sources on one vertical wall.
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they be interspaced? The systematic search for the op-

timal configuration is guided by the limiting case of the

same problem, which was described analytically in the

preceding sections.

The enclosure model is classical (e.g., Ref. [17,

Chapter 5]), therefore we describe it briefly. The rect-

angular frame has the height H and horizontal dimen-

sion L, however, we set L ¼ H in order to be able to

focus on the optimization of the multiple length scales of

the vertical wall with distributed heating. The enclosure

is filled with a newtonian fluid. Temperature variations

are small when compared with the absolute temperature,

and, consequently, we assume that the Boussinesq ap-

proximation is valid. In the Cartesian frame with the

origin in the lower-left corner, the conservation equa-

tions for continuity, momentum and energy are

ou
ox

þ ov
oy

¼ 0 ð16Þ

q u
ou
ox

�
þ v

ou
oy

�
¼ � oP

ox
þ lr2u ð17Þ

q u
ov
ox

�
þ v

ov
oy

�
¼ � oP

oy
þ lr2vþ qgbðT � T0Þ ð18Þ

qcp u
oT
ox

�
þ v

oT
oy

�
¼ kr2T ð19Þ

where r2 ¼ o2=ox2 þ o2=oy2.
5. Numerical formulation

The governing equations and boundary conditions

are nondimensionalized by using the variables

ð~xx; ~yy; eDD0; eSSiÞ ¼
ðx; y;D0; SiÞ

H
ð20Þ

ð~uu; ~vvÞ ¼ ðu; vÞ
ða=HÞRa1=2� Pr1=2

ð21Þ

eTT ¼ T � T1
q000H=k

ð22Þ

ePP ¼ P

ðla=H 2ÞRa1=2� Pr1=2
ð23Þ

where Ra� is the Rayleigh number based on the heat

source strength,

Ra� ¼
gbq000H

4

amk
ð24Þ

and Pr ¼ m=a. The nondimensional version of Eqs. (16)–

(19) is

o~uu
o~xx

þ o~vv
o~yy

¼ 0 ð25Þ
Ra�
Pr

� �1=2

~uu
o~uu
o~xx

 
þ ~vv

o~uu
o~yy

!
¼ � oePP

o~xx
þr2~uu ð26Þ

Ra�
Pr

� �1=2

~uu
o~vv
o~xx

 
þ ~vv

o~vv
o~yy

!
¼ � oePP

o~yy
þr2~vvþ Ra�

Pr

� �1=2eTT
ð27Þ

ðRa�PrÞ1=2 ~uu
oeTT
o~xx

 
þ ~vv

oeTT
o~yy

!
¼ r2eTT ð28Þ

The flow boundary conditions are no slip (~uu ¼ ~vv ¼ 0)

and no penetration along all internal surfaces. The right

wall is isothermal at eTT ¼ 0. The left wall has one or

more heat strips of height eDD0. Each strip dissipates

uniformly a dimensionless heat flux of ~qq ¼ 1, which is

defined later in Eq. (30). The top and bottom walls, and

the wall sections (eSS0, eSS1; . . .) that separate the eDD0 strips

are adiabatic.

The Prandtl number was fixed at Pr ¼ 0:7. Numerical

solutions for the velocity and temperature fields were

generated by using a finite-element package [18]. The

upwind formulation was used in order to handle the

inherent instabilities associated with flow regions where

convection is stronger than diffusion, and where there

are large gradients in the flow variables. The finite-

elements were quadrilateral with 9 nodes per element.

The explicit appearance of the pressure terms in the

momentum Eqs. (26) and (27) was eliminated by using

the penalty function. In all the simulations the penalty

parameter was fixed at 10�8. The nonlinear equations

resulting from the Galerkin finite-element discretization

were solved using successive substitution, which was

followed by the Newton–Raphson method. The con-

vergence criteria used were

kuðnÞ � uðn�1Þk
kuðnÞk 6 0:001;

kRðuðnÞÞk
kR0k

6 0:001 ð29Þ

where R, is the residual vector, u is the solution vector,

and n is the iteration number.

Extensive grid refinement tests were performed be-

fore each group of simulations (e.g., Tables 1 and 2).

The tests showed that the average heat flux from one

heat source,

~qq ¼ kðoT=oxÞx¼0

q000
¼ q00

q000
ð30Þ

and the maximal temperature reached at any point on

the wall

eTTmax ¼
Tmax � T1
q000H=k

ð31Þ

are sufficiently insensitive to grid refinement in the en-

tire Ra� domain, 102 6Ra� 6 106. The selected grid had

101 nodes in both ~xx and ~yy directions. The grid was



Table 1

Grid refinement test for eDD0 ¼ 0:1, eSS0 ¼ 0, Pr ¼ 0:7, H=L ¼ 1 and Ra� ¼ 102

Mesh Nodes Elements ~qq ~qqi � ~qqiþ1

~qqi

  eTTmax eTT i
max � eTT iþ1

maxeTT i
max




25· 25 625 192 0.9335 – 0.235585 –

51· 51 2601 725 0.9675 0.0364 0.237092 0.00639

75· 75 5625 1517 0.9782 0.0110 0.237189 0.00041

101· 101 10,201 2700 0.9848 0.0067 0.237203 0.00006

151· 151 28,801 5925 0.9897 0.0049 0.237208 0.00002

Table 2

Grid refinement test for eDD0 ¼ 0:1, eSS0 ¼ 0, Pr ¼ 0:1, H=L ¼ 1 and Ra� ¼ 106

Mesh Nodes Elements ~qq ~qqi � ~qqiþ1

~qqi

  eTTmax eTT i
max � eTT iþ1

maxeTT i
max




25· 25 625 192 0.9498 – 0.104267 –

51· 51 2601 725 0.9674 0.0185 0.104602 0.00321

75· 75 5625 1517 0.9774 0.0103 0.104538 0.00061

101· 101 10,201 2700 0.9841 0.0068 0.104531 0.00067

151· 151 28,801 5925 0.9892 0.0052 0.104460 0.00067
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nonuniform in the ~xx direction, with the narrower ele-

ments close to the vertical walls. The grid was uniform in

~yy direction. Tables 1 and 2 show the effect of the grid on

~qq and eTTmax when there is only one heat source on the left

wall of the enclosure. The same grid independence be-

havior was obtained for configurations with 2 and 3 heat

sources, throughout the range 102 6Ra� 6 106.
6. Optimal distribution of heat sources

In the numerical optimization of the distribution of

heat sources, we searched not only for accurate optimal

designs but also for the patterns in which the designs

organize themselves. In the background was the ques-

tion of whether the numerically optimized distributions

approach in some ways the theoretical distribution an-

ticipated in Eq. (6). If the answer is �yes’, then the the-

oretical distribution and the numerically documented

�pattern’ represent a very useful strategy for future de-

sign.

Because of the potentially large number of geometric

parameters that must be varied freely and optimized,

we started with the simplest configuration. We then

continued with configurations of stepwise increasing

complexity. The simplest case is that where the left wall

has a single heating patch of height eDD0. The variable

geometric parameter is the position (eSS0) of this patch

on the vertical wall. The parameters that are fixed for

each group of simulations in which eSS0 varies are eDD0,

Ra� and, as we already mentioned, H=L ¼ 1 and

Pr ¼ 0:7.
The objective in every case is to maximize the global

thermal conductance of the enclosure, namely
C ¼ Q0

kðTmax � T1Þ
ð32Þ

where Q0 is the total heat current through the source

strip of height eDD0. The global conductance C is a di-

mensionless way of expressing the ratio of the total heat

transfer rate Q0 (fixed) divided by the largest temperature

difference between a point on the hot wall and the cold

wall.

Fig. 3 shows that C can be maximized by selecting the

location of a single heat source (eSS0). In this particular

case, the Rayleigh number is not very high (Ra� ¼ 103)

and the optimal position of the heat source is nearly in

the middle of the hot wall (eSS0;opt ¼ 0:45). Selecting the

value of eSS0 is critical because the C maximum is not flat.

Fig. 4 shows how the optimal location responds to

changes in eDD0 and Ra�. The optimal location migrates

toward the starting corner of the left wall (y ¼ 0) as Ra�
increases. It is there that the flow is most intense and the

heat transfer coefficient the largest. The effect of source

size on ~SS0;opt is weak. It is stronger in Fig. 5, which shows

the maximized global conductance that corresponds to

the optimized single-source locations presented in Figs.

3 and 4. The Ra� value has an interesting effect on Cmax:

it is only when Ra� exceeds the order of 104 that Cmax

increases with Ra� (proportionally with Ra0:18� when

Ra� � 106). At lower Rayleigh numbers, thermal diffu-

sion reaches from the side walls to the core of the en-

closure.

The next configuration that we optimized had two

heat sources, hence, two degrees of freedom: the spac-

ings eSS0 and eSS1. We performed the optimization in two

nested loops, by considering all the possible combina-

tions of eSS0 and eSS1. In the inner loop, we fixed eSS0,
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Fig. 3. The maximization of the global conductance when only one heat source is present.

Fig. 4. The effect of Rayleigh number and heat source size on the optimal location of the single heat source.
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maximized C with respect to eSS1, and obtained Cmax.

Next, we repeated the procedure and maximized Cmax

with respect to eSS0, and obtained the twice-maximized

conductance C2m.

The optimal spacings ðeSS0, eSS1Þopt are reported in Fig.

6. Qualitatively, they reveal the same trends as the lo-

cation of the single-source in Fig. 4. The migration of

the two heat sources when Ra� increases is an illustration

of optimal distribution of imperfection (constructal de-

sign): the heat sources arrange themselves in the stronger

flow regions, such that their hot spots are suppressed the

most.
The maximized global conductances that correspond

to the configurations of Fig. 6 are reported in Fig. 7.

Here we see the same behavior as in Fig. 5, especially the

boundary layer effect that sets in when Ra� exceeds 104.
The important aspect of Fig. 7 is that each curve shows a

higher conductance than the curve for the same Ra� andeDD0 in Fig. 5.

Another important aspect of the maximization of

global performance is observed when the total heated

area is held constant. By fixing N eDD0 ¼ 0:1 and

Ra� ¼ 102, for example, Fig. 5 shows that Cmax ¼ 0:5927
when only one heat source of height eDD0 ¼ 0:1 is present.



Fig. 6. The optimal locations of two heat sources.
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7.0Pr =

1N
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0.1
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10
=

Fig. 5. The maximized global conductance that corresponds to the optimized location of the single heat source.
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~
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1
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0.1

1

0

Fig. 7. The maximized global conductance that corresponds to the optimized placement of two heat sources.
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For the same fixed heated area, Fig. 7 shows that

C2m ¼ 0:7447 if two identical sources of heighteDD0 ¼ 0:05 are optimally placed on the left wall. The

difference between the conductances represents an im-

provement in global performance of approximately 25%.

The same relative improvement is observed for

Ra� ¼ 103. In the range 104 6Ra� 6 106 the increasing

rate is constant and equal to approximately 20%. The

same calculations can be done for N eDD0 ¼ 0:2, constant.
In this case, the benefits associated with the splitting of

one optimally placed heat source of height eDD0 ¼ 0:2 into

two optimally placed heat sources of height eDD0 ¼ 0:1 is

equal to �20% and 10% in the ranges 102 6Ra� 6 103

and, respectively, 104 6Ra� 6 106. The existence of these
Fig. 8. The optimal location
two distinct regions with different levels of performance

is due to the fact that at low Rayleigh numbers

(102 6Ra� 6 103) the flow is weak, and, as we increase

the number of optimally placed heat sources eTTmax de-

creases, and consequently C increases. At high Rayleigh

numbers (104 6Ra� 6 106) the influence of the number of

heat sources on the global performance for a fixed he-

ated area is less important, because the flow is much

stronger and more able to cool down the left wall.

The next configuration on the ladder of increasing

complexity is the wall with three heat sources. The

procedure of optimizing the geometry is the same, except

that now the geometry has three degrees of freedom: eSS0,eSS1 and eSS2. The optimized spacings are reported in Fig. 8
s of three heat sources.
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for the heat source size eDD0 ¼ 0:1. The increasing Ra�
value has the effect of pushing the heat sources towards

the starting corner of the hot wall (y ¼ 0). The trailing

heat source is least sensitive to this influence: see eSS2;opt,

which is relatively stationary in the 0.2–0.25 range.

The effect of using three heat sources is to augment

further the thermal contact between the wall and the

fluid. Fig. 9 shows the maximized global conductance

for three sources (C3m) next to the corresponding curves

for two heat sources (C2m, Fig. 7) and one heat source

(Cmax, Fig. 5). This comparison is for one heat source
1H/L =
7.0Pr

3mC

2mC

maxC

0.1D
~

0 =

102 103 1

0.1

1

5

Fig. 9. The effect of the number of discrete heat so

Fig. 10. The optimal location of three heat sourc
size, eDD0 ¼ 0:1. Note the occurrence of diminishing re-

turns: the conductance increase registered from N ¼ 2 to

3 is smaller than the increase obtained as N changes

from 1 to 2.

Another interesting effect becomes visible if we repeat

the three-source optimization of Figs. 8 and 9 but use a

larger heat source size. Fig. 10 shows the results for the

optimal spacings when eDD0 ¼ 0:2. Unlike in Fig. 8, op-

timal spacings for eSS0 and eSS1 are found only if Ra� is less
than 3· 103 and 5 · 103, respectively. At greater Ra�
values, Ra� > 5� 105, the largest C values belong to
*Ra

3mC

2mC

maxC

3N =
2

1

04 105 106

urces on the maximized global conductance.

es when the source size is larger (eDD0 ¼ 0:2).
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Fig. 11. The effect of N on the maximized global conductance when eDD0 ¼ 0:2.
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designs with eSS0 ¼ eSS1 ¼ 0, which represent a continuous

heating strip of size 2eDD0 placed in the starting corner of

the hot wall. The coalescence of discrete heat sources at

the start of the boundary layer is consistent with the

discussion of the height y0ð¼ N0D0Þ in Section 3. Co-

alescence occurs as Ra� increases.

The maximized thermal conductance summary foreDD0 ¼ 0:2 is presented in Fig. 11. This summary is similar

to Fig. 9. The diminishing returns associated with in-

creasing N are once again evident.
7. Conclusions

In this paper we considered the fundamental problem

of how to arrange a number of discrete heat sources on a

vertical wall with natural convection. In the first part of

the paper we showed analytically that an optimal ar-

rangement exists. The spacings between heat sources are

not uniform, and depend on the Rayleigh number. The

optimal distribution of heat sources leads to maximal

global performance––the minimal global thermal resis-

tance between the wall and the fluid.

Heat sources must be positioned closer together when

they reside near the start of the boundary layer. There is

a region near the tip of the boundary layer (0 < y < y0)
where the heat sources must be positioned flush against

each other. Above y0, the spacing between heat sources

increases with altitude. In summary, Eq. (11) shows that

as the Rayleigh number increases, the heat sources mi-

grate toward the tip of the boundary layer. Contrary to

the results of Ref. [12], the optimal arrangement is

not described by a constant ratio between the center-

to-center distance between heat sources, but by a func-
tion that depends strongly on the Rayleigh number and

the heat source strength D0.

The theoretical trends were verified numerically in

the second part of the paper, where the heat sources

were mounted inside the left wall of a square enclosure.

The numerical study covered not only the high-Ra� re-

gime with distinct boundary layers, but also the low-Ra�
regime where boundary layers are not distinct. For ex-

ample, when Ra� < 104 the maximized global conduc-

tance (Cmax, C2m, or C3m) is practically independent of

Ra�. On the other hand, when Ra� > 104, the maximized

global conductance increases in proportion with ap-

proximately Ra0:18� .

Figs. 9 and 11 showed that the maximized global

conductance increases as more heat sources are added,

but that the rate of increase slows down. Diminishing

returns is an important characteristic of optimized

complex structures. It is also an important consideration

in practice: how much optimization and complexity is

enough? Future numerical work may extend the cover-

age of this study to enclosures with more than three

discrete heat sources. In this direction, one could also

explore the overlap between numerically optimized ar-

rangements and the analytical design rules of Sections 2

and 3.
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